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Necessary Bandwidth for High-Index FM 

ADEL A. ALI AND MOHAMMED A. ALHAIDER 

Abstract-Necessary bandwidth for high-index FM with Gaussian 
modulation is studied. On the basis of the quasi-static argument, a 
simple formula is devised for calculating the tIansmission bandwidth. It 
is shown that the proposed formula is more meaningful than Carson's 
rule, since it relates bandwidth to the tIansmission quality and the peak 
factor of the modulating signal. 

INTRODUCTION 

For frequency-modulated systems having large modulation indices, we 
shall use the quasi-static approach to approximate the power spectrum 
of the modulated signal. The method asserts that the probability den­
sity function of the modulating signal is a good approximant of the FM 
spectrum. Several proofs were presented in the literature (1]-[4), to­
gether with the discussion of its possible application. It has been shown 
that the method yields good results for slow, strong modulation [5], or, 
equivalently, when the modulation index m satisfies the condition 

rms frequency deviation 
m = »1 

bandwidth of modulation 
(I) 

In general, communication satellite systems have modulation param­
eters that meet those required for the quasi-static argument [6). 

To calculate the bandwidth necessary for transmitting the FM signal, 
Carson's rule is used as a rule of thumb, yielding acceptable results for 
most FM systems. The rule suggests that the necessary h"ndwidth Bn 
is twice the sum of the peak frequency deviation AF and the highest 
modulating frequency f m, namely, 

On = 2(fm + AF). (2) 

Carson's rule does not relate the necessary bandwidth to the transmis­
sion fidelity expressed as the signal-to-band-limiting distortion ratio. On 
the other hand, there is no "peak frequency" for Gaussian modulation. 

The purpose of this letter is to derive a simple expression relating the 
necessary bandwidth to the system's performance and the peak factor 
of the modulating signal. The peak factor given by the ratio of peak-to­
rms frequency deviation does not exist for Gaussian modulation (7). 
The peak factor is therefore redefmed as the ratio of the value exceeded 
by the modulating signal, for a certain percentage of the time to the 
rms signal value. 

ANALYSIS 

When the modulating signal has Gaussian statistics, as in the case of 
frequency-division multiplexed (FDM) voice channels, video signals, 
etc., the power spectral density W(n of the modulated signal is ap­
proximated by [8] 

(3) 
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TABLE I 
PROBABILITY OF EXCEEDING A GIVEN PEAK FOR DIFFERENT 

PEAK VALVES a 
--

Peal< factor ex 
([quat ton (18)) 12 2.58 3.3 

ex (dB) 3 8.23 10.3 

Probabtl ity that 
/IF • ClO ts exceede< 45j a o.a 
(Equation (20)) 

The frequency is measured from that of the carrier-assumed to have 
unit power-and a is the rms frequency deviation of the modulated 
carrier. If an ideal bandpass filter of bandwidth 2F is used to limit the 
spectrum, the reSUlting band-limiting distortion D (F) can be dermed as 

total signal power - transmitted signal power 
D(F) ~ . (4) 

total signal power 

The total power under W(f) of (3) is normalized to unity; hence, (4) 
can be rewritten as 

D(F) = 1 - JF W(f) d[ 
-F 

= I_fF_
I

_ exp (-[2/202) d[ 
-F o.,fiii 

I
F,o.J2 

= 1-J; 0 exp (-[2/202) d (f/o.,J'i) 

= I - erf (F/o.,J'i) 

= erfc (F/o.,J'i). 

(5) 

(6) 

(7) 

(8) 

Assuming the band-limiting distortion is the only source of distortion, 
we see that the signal-to-distortion ratio is 

~ = _1_ = total signal power fed to filter 

D D(F) power not passed by the filter 

which can be expressed in decibels as 

s 
- (dB) = -10 log D (F) 
D 

and substituting from (8) into (10), we get 

S 
- (dB) = -10 log {erfc (F/o.,J'i)}. 
D 

For large values of x, a lower bound on erfc x is given by [9] 

(9) 

(10) 

(11) 

erfcx > _1_ exp (_x 2 ). {I __ 1_} (12) 
xV; 2x2 

and similar upper bound is [9] 

I 
erfcx< cexp(-X2). 

Xy1l 
(13) 

Substituting from (12) into (11) and rearranging, we obtain a lower 
bound on siD 

~ (dB) > (0.98 + 10 log ~ + 2.174 (~r) -10 log (I - (~)} 
(l4a) 

Similarly, an upper bound on siD is 

3.89 4.42 4.895 7 

11.8 12.9 13.8 16.9 

o.oa o.ooa o.oooa 2.5xlO-l0~ 

- (dB) < 0.98 + 10 log - + 2.174 - . S F (F)2 
D a a 

(14b) 

An intermediate value of siD can be found by interpolating half­
way between the bounds of (14) to get 

~ = {0.98 + 10 IOg~ + 2.174 (~y}- Slog {I -(~y} dB. 

(15) 

The error in siD as calculated from (15) is less than 1.5 dB for Flo = 
.,J'i and decreases to less than 0.25 dB for F/o = 3. 

We now simplify (15) further and obtain a relation similar to Carson's 
rule by first rewriting (15) as 

S (F/o) 2 
- = 0.98 + 5 log 2 + 2.174 (F/o)2 dB (16) 
D 1 - (a/F) 

and then expanding the argument of the logarithm by the binomial 
theorem to get 

s - = 0.98 + 5 log {(F/o)2(1 + (0/F)2 + (0/F)4 + ... )} 
D 

+ 2.174 (F/o)2 dB 

s 
- "" 0.98 + 5 log (1 + (F/o)2) + 2.174 (F/o)2 dB, 
D 

for F »a. (17) 

The foregoing equation relates siD to the transmission bandwidth 2F 
for Gaussian modulation with rms frequency deviation 0<. 

The peak factor 0< is dermed as 

I1F 
a=- (18) 

a 

with I1F being the value exceeded by the modulating signal for a pre­
scribed fraction of the time. For Gaussian modulation, the probability 
p (I1F) that the value I1F is exceeded is 

where v = r/o. 

p(I1F) = ~loo exp(-r2/202)dr 
Oy211 I1F 

=~lOO exp(-v2/2)dv 
V; I1F/o 

(19) 

(20) 

The probability integral of (20) is tabulated in [10]. A common 
value for the time percentage over which the peak is exceeded is 0.01 
percent, yielding I1F/o = 3.89 (11.8 dB), Inclusion of 0.001 percent 
peaks increases the peak factor by only 1.1 dB [7]. Table I depicts a 
range of values of the peak factor, corresponding to peaks exceeded 
from 4.5 to 2.5 X 10-10 percent of the time. From Table I we see that 
.,J'i .. 0< .. 7 covers a wide range of practical applications. Using (17), 
we can fit a parabolic curve to the values of F/o; using least squares 
curve fitting, we get 
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Fig. 1. Normalized bandwidth BnlAF versus signal-to-band·lImiting 
distortion SID in dB for several values of the "peak factor" Q. Car­
son's rule bandwidth corresponds to BnlAF '" L 

s 
- = a (F/a)2 + b 
D 

(21) 

where a and b are 2.3 and 4, respectively_ In applying the least squares 
fitting, ten points were used in the range.Ji <I; (F/a) <I; 7. Thus a wide 
range of practical situation is covered since F/a .. Q, for high-deviation 
modulation. Finally, (21) can be rearranged as 

:; = 0.:58 ~ (22) 

Equation (22) is the required relation which gives the necessary band­
width Bn as a function of the peak deviation AF and the peak factor Q. 

A plot of the normalized bandwidth Bn/t:.F versus SiD is depicted in 
Fig. 1 for several values of the perak factor a. 

CONCLUSION 

A simple relation between the necessary bandwidth and band-limiting 
distortion has been presented. The proposed relation is intended for 
Gaussian modulations with large modulation indices. As can be seen 
from Fig. I, the Carson's rule bandwidth Bn '" t:.F (for high-index 
modulation) leads to a serious distortion for small peak factors of the 
modulating waveform. On the other hand, a waste of spectrum is ex­
pected when the peak factor is high. The proposed formula is quite 
useful for calculating the necessary bandwidths of high-index FM sys­
tems. However, it should not be used to calculate adjacent-channel 
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interference since the Gaussian approximation of the spectrum falls 
off fast at the spectrum tails [10). 
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Pyroelectric Materials for Infrared Detectors 

SIDNEY B. LANG AND ERNEST H. PUT LEY 

We are preparing a historical account of the research and development 
of pyroelectric materials as sensors for infrared detectors, with special 
emphasis on the period from 1940 to 1960. 

We would greatly appreciate receiving information on this subject. 
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